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Abstract

Security of both hardware and software has always been an important concern,
especially for applications handling sensitive information. In recent years, hardware
has been threatened more and more by side-channel attacks.

At this point, hardware-software contracts could be a major improvement for mi-
croarchitectural security. Such contracts allow to specify possible information leakage
through microarchitectural side channels on the level of the instruction set architec-
ture (ISA), thus software developers, given such a contract, can ensure that sensitive
data is protected by avoiding certain instructions or operations.

However, for most processors available today, the respective hardware-software
contract has not been specified yet. While in the future it could be possible to
incorporate hardware-software contracts in the design process of new hardware,
finding a valid and meaningful contract for existing hardware is hard, even for simple
designs.

This work presents an algorithm and its implementation that automatically generates
a contract candidate for a given microarchitecture by analyzing execution traces to
determine which executions can be distinguished by an adversary and to extract archi-
tectural differences that could be identified by a possible contract. These observations
are collected and allow to eventually compute a contract candidate.
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1 Introduction

Innovations in computer science introduced digital elements to many different parts
of our daily lives and increasingly also involve processing sensitive information that
is required to be kept confidential. At the same time, many companies rely on cloud
computing to process and store this information. Among other factors, this demands
for a higher level of security of both hardware and software. Unfortunately, even if
there were no bugs in software and if every piece of hardware behaved according to
its specification, there are still possible attacks.

The abstraction layer between hardware and software, the instruction set architecture,
hides implementation details of the hardware on which the software is running. This
makes it easy to build software that runs on many different processors, but also allows
for the extraction of information through unintended communication channels, called
side channels. The information obtained through such a channel can be used to
gain information about sensitive data. An attack that uses side channels to extract
confidential information is called a side-channel attack. Many of these side-channel
attacks rely on timing differences introduced by microarchitectural optimizations

such as caches.

Over the last decades, side-channel attacks gained a lot of attention as those attacks
affected many devices and preventing these attacks significantly decreased the per-
formance of affected processors. Researchers have since then tried to find ways to
build processors that do not expose any sensitive information or prevent leakage on
existing processors with a smaller performance penalty.

While it is clear that side channels cannot be removed completely, e.g. every compu-
tation will consume time, it can be possible to reduce or remove data leakage through
a side channel, e.g. by making sure that every possible computation consumes ex-
actly the same amount of time or every execution accesses the same sequence of
memory addresses. However, this means that any optimization that only improves
a certain subset of computations will not be able to have any positive impact on
performance as this performance improvement would leak information about the
processed data. Without these optimizations, current hardware would be significantly
slower, therefore, it is not feasible to remove leakage through side channels altogether.

Hardware-software contracts are one approach to formally capture the leakage that
can be observed through a given side channel. These contracts can be formulated
independently of the concrete hardware and thus provide an interface to the software
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level. The information contained in a hardware-software contract can thus be used by
higher abstraction levels such as the operating system or other software applications
to protect certain secrets from leaking through side channels. This could significantly
improve the security of systems processing sensitive information in untrusted en-
vironments. However, as of today, hardware-software contracts have rarely been
specified and thus their usage in many applications is limited.

This work presents an algorithm that allows to automatically generate hardware-
software contracts for a given microarchitecture. The focus lies on instruction-level
contracts which are introduced in the next chapter. This type of contract aims to
associate leakages through side channels directly with the executed instructions.

Chapter 3 formally captures the problem of contract generation and shows why it is
infeasible to obtain the optimal hardware-software contract. Most importantly, as of
today, it is not possible to prove the validity of a certain-hardware software contract,
thus this work focuses on generating a hardware-software contract based on a limited
set of execution traces. Furthermore, efficient usage of hardware-software contracts
is only possible if they can be specified in a predefined structure. Thus, Section 3.3
introduces a template that restricts the space of possible contracts, but allows for
better analysis and guides the contract generation. While such a contract candidate
is not a complete solution, it can provide a starting point for further analysis and
indicates vulnerable parts of the given microarchitecture.

With those limitations it is possible to formulate an algorithm in Chapter 4 that com-
putes the (or one of the) optimal contract candidates based on the evaluated execution
traces. This includes generating the execution traces using simulation, analyzing
the obtained traces for possible additions to the contract, and eventually comput-
ing the optimal solution based on the results. In order to evaluate the presented
approach, two open-source processors, the Ibex and CVAG6 core, are integrated into

this workflow. More details on the necessary steps are presented in Chapter 5.

Chapter 6 then has a closer look at the generated contract candidates and tries to
estimate the accuracy and precision of the results based on further measurements on
larger test sets.



2 Background

2.1 Side Channels and Side-Channel Attacks

Generally speaking, a side channel provides the possibility to obtain certain informa-
tion about a system indirectly, i.e. not through an intended channel of communication.

The concept is not limited to computer science, for example when cracking a safe
in some cases it is possible to hear the internal mechanics of the lock providing you
feedback on your current input. While the intended “communication” channel would
only give the information “correct” or “incorrect”, the sounds can be interpreted to
obtain more details such as “first digit correct”. This information can be abused to
efficiently infer the correct combination to open the safe. Such an attack is called a
side-channel attack.

In the area of computer science, microarchitectural side channels have been used for
a multitude of different attacks over the last few years. While this type of attack is
not new, it turns out to be very difficult to prevent data leakage through these side
channels.

There also can be side channels in the software itself, but these tend to be fixed more
easily as software can usually be updated easily after deployment. Furthermore,
there are formal methods that can help to avoid at least certain types of side channels
in software. Hardware side channels usually arise from implementation details in the
so-called microarchitecture and are thus not detectable at higher abstraction layers
such as at the level of the instruction set architecture (ISA). A formal definition of
these two terms will be given in the next section, at the moment, it is important to
know that the ISA provides the functional semantics of a system. The microarchi-
tecture implements the functionality requested by the ISA in hardware. Different
types of side-channel attacks use different implementation details of the microarchi-
tecture such as the timing, the power consumption, or certain effects of optimizations

intended to improve performance.

As hardware operates in the physical world, time- and power-based side channels
inherently exist. The only option to eliminate side-channel attacks would be to
eliminate information leakage through this channel, however, this would require a
system to always exhibit the worst-case or even to repeat the computation for any
possible input which would drastically decrease performance and make obsolete
most optimizations implemented in the hardware.
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2.2 Hardware-Software Contracts

As has just been explained, in many cases, it is not feasible to close side channels in a
way that no data can be leaked through a side channel. Therefore, hardware-software
contracts do not try to eliminate data leaking through side channels but aim to capture
what information could potentially be leaked through a specific side channel. This
information then can be used to protect sensitive information at a higher level making
sure it cannot be obtained through side channels.

Before defining hardware-software contracts, a few preliminary definitions will be re-
quired. Hardware-software contracts are tightly connected to the differences between
architectural and microarchitectural semantics, thus the following paragraphs intro-
duce formalizations of these concepts that are sufficient for the scope of this work.

2.2.1 Instruction Set Architectures and Microarchitectures

The architectural semantics are given by the instruction set architecture (ISA) and
describe the functional behavior at the level of instructions.

Definition 1 (Instruction Set Architecture). The semantics of an instruction set archi-
tecture can formally be seen as a function ISA : X — X that takes an architectural state
o € X and produces the subsequent state according to the semantics of the instruction
set architecture.

While the most common ISAs such as x86, ARMvS, or RISC-V are not explicitly given
as formalized functions but rather via textual descriptions, this definition implicitly
also applies to those. For all of these ISAs, the semantics are specified step-wise, i.e.
by describing how the current state determines the instruction executed next and
how this instruction alters the architectural state yielding a function mapping one
architectural state to its successor.

The definition of an ISA is usually kept as abstract as possible by only defining the
sequence of architectural states while the concrete implementation of the functionality
is left to the hardware designer. This allows for different design variations and various
optimizations depending on the intended use case for this specific design, leading
to various microarchitectures implementing the same ISA. While microcontrollers
or battery-powered devices need to be as efficient as possible, server CPUs have to
meet completely different requirements. Therefore, hardware designers can freely
implement optimizations such as caching, pipelining, or out-of-order execution. The
formal definition of a microarchitectural semantic seems very similar to the definition
of the ISA from above, however, one step in the microarchitectural semantic represents

one clock cycle instead of one instruction as seen in the definition of the ISA.

Definition 2 (Microarchitecture). The semantics of a microarchitecture can formally be
defined as a function MARCH : M — M where M denotes the set of microarchitectural
states.
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Actually, if the microarchitectural state only contains the architectural state, the defini-
tions are equivalent. However, in most cases to achieve the optimizations mentioned
above, additional state is required. In all cases, it is possible to extract the current
architectural state given a microarchitectural state using a function ARCH : M — X. In
the context of hardware-software contracts, it is actually important to also compare
the contents of the microarchitectural state that is not reflected in the architectural
state. For two microarchitectural states p and 1, let p1o =uarcu 11 denote, that the
microarchitectural part of the state is equal, i.e. that any difference between po and y4
must be reflected in the architectural state they represent or formally:

V}lo, U1 € M. Ho 75 1 A ARCH(]/lo) = ARCH(]J]) = Ho ?_éMARCH "1

It is also possible that two subsequent microarchitectural states can be mapped to the
same architectural state, e.g. when a complex operation takes more than one clock
cycle. Therefore, it is important to not only consider the states individually but rather
the whole trace of the execution:

Definition 3 (Execution Traces). In f*, the operator * is a shorthand for the repeated
application of a function f : X — X for any set X, i.e. for x; € X, i € N the following
holds:

f*(x0) == [x0, f(x0), f(f(x0)), -] == [x0, 21, %2, ...]

Furthermore, let ¢(f*(x)) with g : X — Y fora givenset Y and y; € Y, i € IN be
defined as:

g(f*(x0)) := [g(x0), &(x1),8(x2), ... := [0, y1, Y2, -]

The sequences of values such as [xo, x1, X2, ...] or [yo, Y1, Y2, ...| are called execution
traces of f or the composition g o f respectively.

One could now assume that a microarchitecture implements an ISA if there is one
matching architectural trace for every microarchitectural trace. However, as pointed
out above, in some cases multiple cycles could be needed for one architectural step.
The following definition allows to filter out these parts of a trace:

Definition 4 (Asymmetric Weak Trace Equivalence). One trace y = [yo,y1,...] is
weakly equivalent to a trace x = [xp, x1,...] (written x ~ y) iff there is a sequence
i, € N, n € N with i, < i,11, such that

[XO, xl/-“] - [yio’yil""]

and
Vne N.Vji € N.iy <j<iny1=VYi, =Y

Using this definition, it is finally possible to define what it means to correctly imple-
ment an ISA:
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Definition 5 (Implementing an ISA). A microarchitecture MARCH implements a given
IsAif and only if the following property holds:

Voo € 2. Vg € M. ARCH(po) = 09 = ISA™(0p) ~ ARCH(MARCH" (1))

Intuitively, for any given state, the microarchitectural trace must continue as defined
by the ISA with the possibility of repeating the same architectural state multiple times.
This definition excludes some valid microarchitectures if the ISA allows that e.g. two
instructions can be completed in one cycle. This means that one microarchitectural
step corresponds to two architectural steps, but as the microarchitectures considered
in this work retire at most one instruction per cycle, this definition will be sufficient

in the following.

2.2.2 Contract Satisfaction

In the context of hardware-software contracts, specifying an adversary model is
crucial. Depending on the setup, an adversary might be able to infer different kinds
of information about the execution trace of the given microarchitecture. However, in
almost every case, an observation can be linked to a specific part of the microarchitec-
tural state, e.g. a specific register. Nevertheless, adversaries can be defined in a more
general way by not restricting the set of possible adversary observations.

Definition 6 (Adversary). The observations an adversary can make in a single step
of the microarchitectural execution are described by a function ADVgs : M — A
where A is the set of possible adversary observations. The trace of observations
starting in a given state y € M can be seen as a function ADV : M — L(A) defined as
ADV(u) := ADVgs(MARCH" (1)).

The idea of hardware-software contracts is to obtain information about the leakage
the adversary can get based on the architectural state or more precisely which two
executions the adversary can distinguish based on the leakage traces. The contract is
a function that extracts a sequence of architectural observations:

Definition 7 (Hardware-Software Contract). The architectural observations for a
specific contract in a single step of the architectural execution are described by a
function CTRgs : ¥ — O. The trace of observations starting in a given state ¢ € ¢ can
be seen as a function CTR : M — £(O) defined as CTR(c") := CTRgs(ISA*(¢)). Such a
function is called hardware-software contract.

These definitions allow to determine what it means to satisfy a hardware-software
contract. A microarchitecture satisfies a contract for a given adversary model iff every
difference visible to the adversary is explained by the architectural observations,
given that the microarchitectural part of the state is initially equal. This restriction
is important, as otherwise there might be adversary observations which cannot be
explained by the contract. For example, let ;g and p; be two different states that
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represent the same architectural state. Thus, the trace of architectural states will be
the same throughout the execution, thus the contract observations cannot be different.
However, the adversary might be able to extract the initial differences by observing
the respective part of the microarchitectural state. Therefore, this restriction is a

prerequisite in the following definition:

Definition 8 (Contract Satisfaction). Microarchitecture MARCH satisfies contract CTR
under the adversary ADV, written MARCH F,py CTR iff the following holds:

Vyo, M1 € M.
10 =wmarca H1 /\ CTR(ARCH(po)) = CTR(ARCH(j41))
= ADV(po) = ADV(p1)

This definition of hardware-software contracts has the advantage that the contract
purely depends on the architectural state. Thus, the information can be processed
independently from the concrete microarchitecture. Furthermore, contracts are al-
lowed to over-approximate the leakage, thus it is possible to find a contract that is
satistied by multiple microarchitectures. This allows for various use cases for these
hardware-software contracts. For example, compilers could take a contract as input
and generate code that makes specified secrets not observable for an adversary on
any microarchitecture implementing the given contract by ensuring the contract
observations are independent of the value of the secrets.

2.2.3 Instruction-Level Contracts

This work considers a special type of contracts — instruction-level contracts. For
all major ISAs, programs are defined as a sequence of instructions whose format is
specified by the ISA. An execution is therefore a sequence of executed instructions
possibly altering the architectural state. The idea of instruction-level contracts is to
associate observations with one of the executed instructions. To formalize this, the

first step is to extract the sequence of instructions:

Definition 9 (Instruction-Level Contract). Let I be the set of instructions defined by
ISA and let CTX be a set of contexts that contain the relevant part of the architectural
state needed to execute an instruction.

Then INSTR : ¥ — (I x CTX) defined as
INSTR(0) := (i, ctx)

for ¢ € X extracts the first instruction of the (remaining) program alongside the
context needed to execute the instruction.

Now define a function CTRysts : (I X CTX) — O which maps an instruction in its
context to the corresponding architectural observations. The composition of these



8 Chapter 2. Background

two functions can be seen as a contract for a single step in the architectural execution:
CTRgg := CTR1ystr © INSTR

A contract CTR for the ISA ISA that can be specified as a composition of the ISA and
the two aforementioned functions, i.e. CTR(¢) = CTRyystr (INSTR(ISA*(0))) is called
instruction-level contract.

Note that the contents of a context are not defined further at this point to allow to
include any information needed such as the content of registers or the content of

memory at certain addresses.

2.3 The RISC-V ISA Family

This work focuses on processors implementing an ISA from the RISC-V family [18].
RISC-V was originally developed at the University of California, Berkeley and is
now maintained by the RISC-V Foundation. RISC stands for “Reduced Instruction
Set Computer” which means that the ISA aims to provide fewer and more basic
instructions compared to CISC (Complex Instruction Set Computer) architectures and
thus might require more instructions to execute a given task, however, the provided
instruction can potentially be executed more efficiently, allowing e.g. more efficient

and shorter pipelines.

RISC-V provides multiple base instruction sets for different instruction lengths. Fur-
thermore, there is a multitude of ISA extensions providing more specialized or
advanced functionality. Thus there is not one RISC-V ISA but rather every processor
implements a certain subset of the RISC-V ISA. The capabilities of a core are specified
in the exact name of the ISA it implements. The Ibex [19] core for example implements
RV32I[M]C[B]. This means that it implements the 32-bit base integer instruction set
(I), the extension for compressed instructions (C), and optionally the extensions for
integer multiplication and division (M) as well as for bit manipulation (B).

There are different formats of instructions to efficiently encode the required attributes
of each individual instruction and to accelerate decoding of instructions. In order to
identify instructions, all of them include the OPCODE and some instructions contain
additionally the FUNCT7 and FUNCT3 to further determine the exact operation. Instruc-
tions can include references to the registers RS1, RS2 and RD where RS1 and RS2 are
source registers which will be read and the result will be saved in the register RD.
Some instructions contain an immediate value IMM which can have various lengths
depending on the exact type of the instruction.
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As explained in the previous chapter, hardware-software contracts could be a major
improvement to mitigate side-channel attacks as they provide a well-defined interface
between hardware and software such that application developers can make sure

sensitive data is protected well enough against a given adversary model.

In the future, processors could be designed with a given hardware-software contract
in mind, thus continuous testing during development could ensure that the resulting
product is compliant with the given contract. However, as of today, hardware-
software contracts have not been formulated for almost any processors available
today, thus it is important to derive possible contracts for an existing microarchitecture

as well.

This work focuses on the latter and explores how candidates for hardware-software
contracts can be inferred automatically for a given microarchitecture implementing a
subset of the RISC-V ISA.

3.1 General Definition

While it is trivial to specify a contract that satisfies contract satisfaction by leaking
the complete architectural state, i.e. by making any two different executions contract
distinguishable, such a contract is generally not desired. A precise contract classifies
two executions as distinguishable only if the adversary is able to distinguish those
two executions as well. Thus, a “good” contract minimizes the executions it classifies
as distinguishable. In the best case, it only classifies two executions as distinguishable
if and only if the adversary is able to distinguish the two cases. However, this is
not always achievable as leakages might only occur in certain microarchitectural
configurations which are invisible to the contract as it only takes the architectural
state into account.

In order to define what the “best” contract looks like, an order on contracts is required:

Definition 10 (Preorder on contracts). Let CTR and CTR’ be two contracts, then

CTR < CTR' :& Vo, 0’ € X. CTR(0') # CTR(¢’) = CTR'(0) # CTR'(¢”)
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Intuitively, the least or one of the least elements of this preorder corresponds to the
best contract. Using the notation introduced in the previous chapter, the problem of

contract generation can be formalized as follows:

Definition 11 (Optimal Hardware-Software Contract Generation). Given an instruc-
tion set architecture ISA, a microarchitecture MARCH that implements ISA, and an
adversary model ADV suitable for MARCH, find a hardware-software contract CTR that

satisfies the following;:

1. Contract satisfaction (c.f. Definition 8):

MARCH Eupy CTR

2. Least contract:

VCTR'. MARCH Fppy CTR/
= CTR < CTR’

Once generated and proven to be correct, such a contract could be used to pre-
cisely predict any leakage for a given program to ensure the protection of sensitive
data. However, the next three sections illustrate several challenges that restrict the

generation in reality.

3.2 Ensuring the Existence of a Contract

Definition 11 requires the optimal contract to be a least element of the preordered
set of contracts. However, the existence of such an element cannot be guaranteed,
thus an optimal solution might not always exist. Nevertheless, it is still possible to
specify a contract that satisfies Definition 8, it might just be incomparable to other

valid contracts, thus it is not the least element by definition.

One possibility to ensure the existence of a contract is to require the contract to be
a minimal element of the preordered set of contracts. This ensures that if there is a
least contract, this contract is chosen, and if there is not, any minimal contract can be

chosen as contract.

Experiments have shown, that there might be multiple minimal contracts with very
different properties. There could be a contract that classifies almost every execution
as distinguishable except for one which any other valid contract classifies as distin-
guishable. This contract is a minimal element even if intuitively most other valid
contracts would be better because they classify fewer executions as distinguishable.
Thus, it makes sense to classify contracts according to another performance measure-
ment while making sure that the chosen contract is still minimal (or even least, if
a least contract exists). In order to be a valid contract, a contract needs to classify
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every pair of executions as distinguishable which the adversary can distinguish. A
better contract intuitively classifies fewer executions falsely as distinguishable, thus
optimizes the precision of the resulting contract.

As there is by definition no execution that the adversary can distinguish but the con-
tract does not classify as such, the precision corresponds to the number of executions
falsely classified as distinguishable:

p(CTR) := |{(j,u') € M? | ADV() = ADV(/') A CTR(ARCH(n)) # CTR(ARCH(x'))}|

Given such a function p, the second requirement of Definition 11 becomes:

2. Most precise contract:

VCTR'. MARCH F,py CTR’
=p(CTR) < p(CTR)

This definition of p minimizes the number of executions falsely classified as distin-
guishable and together with the requirement of contract satisfaction, it minimizes the
number of executions classified as distinguishable in general. Such a contract is a
minimal element according to the preorder from Definition 10 and if a least element
exists, by definition, any minimal element is a least element, thus if there is a least
contract, such a contract will be selected.

3.3 A Template for Contracts

In Definition 11, the contract can be an arbitrary function. However, this may make
contracts very hard to specify or interpret for any further application. This work uses
a template that defines which information from the architectural state can be used and
combined to determine whether two executions are distinguishable. Unfortunately,
this also means that certain contracts cannot be specified in this template, thus, the
generated contract might not be an optimal solution according to Definition 11, but
only the optimal solution within the set of possible contracts.

To allow to restrict the space of contracts, the problem can be reformulated as follows:

Definition 12 (Hardware-Software Contract Generation from a Restricted Contract
Space). Given an instruction set architecture ISA, a microarchitecture MARCH that
implements ISA, an adversary model ADV suitable for MARCH, a space of possible
contracts C, and a function p : C — IN as presented in Section 3.2, find a hardware-
software contract CTR € C that satisfies the following:

1. Contract satisfaction (c.f. Definition 8):

MARCH F,py CTR
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2. Most precise contract:

VYCTR' € C. MARCH Fppy CTR/
=p(CTR) < p(CTR)

Given this definition, the next task is to fix a suitable set C of contracts. As this
work considers instruction-level contracts, the contract template needs to be specified
according to Definition 9. Thus, the contract observations must be extracted from the
instruction and its corresponding context which can include the values of registers or

the content of memory.

As a first step possible leakages have to be identified, i.e. the set of architectural
observations O needs to be characterized. For a given ISA, there are different possibil-
ities on what O can look like, however, it needs to be powerful enough to capture all
considered leakages. One way to specify CTRiystr is to make it extract certain parts of
the context as an observation, thus for a given instruction that e.g. reads the register
RS1, the value of RS1 included in the context could be an observation.

In the case of RISC-V, there are different types of instructions whose effect depends
on various parts of the architectural state. The following promising candidates of
values that could be considered by the contract and thus need to be included in the

context can be identified:

¢ TYPE: The type of the executed instruction, composed of the 0PCODE, FUNCT7 and
FUNCT3.

* RS1,RS2: The source register numbers RS1 and RS2 that contain the operands of

the instruction.
¢ RD: The destination register number in which the results will be stored.
® IMM: The immediate value, which is directly encoded into the instruction.
¢ reg[RS1], reg[RS2]: The values stored in the registers RS1 and RS2.

* mem[reg[RS1]+IMM], mem[reg[RS2]+IMM]: The content of the memory which is

possibly accessed by the instruction.

It might not be obvious that all of these components could cause a difference, however,
one can imagine cases where it e.g. takes longer to access a certain subset of registers
if they are located further away from the core. Furthermore, not every instruction has
an immediate value or accesses memory, thus not all of those possible observations

may be applicable to a given instruction.

The next important step is to determine the granularity of the contracts. While it is
possible to specify very fine-grained contracts (e.g. if an instruction is of a specific
type, the sum of the two operands is 42 and the results are written back to an odd

register number, then the immediate value is observable) or very coarse-grained
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contracts (e.g. every instruction leaks the immediate value), none of those extremes is
suitable in this context. If the contract is very fine-grained, many test cases will be
needed to obtain a reasonably accurate contract, while a coarse-grained contract very
rapidly becomes meaningless as it starts to leak everything.

Experiments have shown that reasonable contracts can be obtained if the type of an
instruction is used to determine architectural observations as instructions of the same

type usually behave similarly.

Thus, contracts considered in this work can be expressed as a set of pairs that in-
clude the type of the instruction and the observed architectural value, e.g. if the
immediate value of a load instruction influences the adversary observations, the pair
(Load, IMM) should be included in the contract. Generally, these pairs are composed
of an instruction type t; € Tysts and an observation type t, € {TYPE, RS1, RS2,
RD, IMM, reg[RS1], reg[RS2], mem[reg[RS1]+IMM], mem[reg[RS2]+IMM] }. Formally,
Definition 9 requires an instruction-level contract to be a function producing the
architectural observations given the instruction and its context. The following shows
that it is possible to transform a set CTR of pairs as described above into a function
CTRmstr as required by the definition:

In this equation, t; is the instruction type corresponding to instruction i, and ctx[t,]
extracts the value v, indicated by the observation type t, from the context.

To simplify notation, in the following, contracts constructed using this template are
used interchangeably as a function or as a set of pairs, depending on the context.
The set C of contracts includes all contracts that can be expressed using the above

notation.

One important question now is how restrictive this definition of C is in practice.
The fact that C can only consider the observations listed above, makes clear that
any leakage caused by a difference of a value not included in this list cannot be
explained by a contract CTR € C. In theory, the adversary could be able to observe the
entire architectural state or any property about the values stored in the architectural
state, thus any difference in the architectural state could cause different adversary
observations. However, the idea of instruction-level contracts is that adversary
observations can be associated with a specific instruction, thus these cases are out of
scope for this work. The list of possible observations presented above includes the
entire architectural state that is directly associated with a specific instruction, thus

many instruction-specific leakages can be expressed by contracts in C.

In the future, it might make sense to allow for more specific values to be considered
by the contract, e.g. to distinguish aligned and unalignhed memory accesses, as this

allows to specify leakages at a higher granularity. A more advanced analysis could
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also include e.g. adjacent memory addresses to allow specifying leakage e.g. caused
by a prefetcher. However, the directly associated architectural state as listed above
turned out to be sufficient for the processors analyzed in this work.

3.4 Limiting the Set of Test Cases

The second challenge is that currently there is no feasible method to prove contract
satisfaction, thus the above problem cannot be solved completely. This work, there-
fore, tries to approximate the optimal contract by simulating a limited set of test
cases, analyzing the adversary observations, and afterwards computing the optimal

contract candidate according to the test cases considered.

Each of these test cases is specified as a pair of two architectural states (note that
an architectural state implicitly includes a sequence of instructions to be executed)
which has the advantage that the same set of test cases can be reused for various mi-
croarchitectures implementing the same ISA. Consequently, there must be a mapping
from architectural to microarchitectural states to determine the initial state used for
the simulation. Thus, there is a function INIT : X~ — M such that

Vo € X. ARCH(INIT(0)) =0

or in other words, INIT maps an architectural state to a valid microarchitectural state
that represents the intended architectural state. The resulting microarchitectural
states must be microarchitecturally equivalent to ensure that a CTR € C that satisfies
Definition 8 also satisfies contract candidate satisfaction as defined below. This means,
that INIT must satisfy the following:

Voo, 01 € 2. INIT(0p) =marcu INIT(07q)

This allows to define contract candidate satisfaction:

Definition 13 (Contract Candidate Satisfaction). Given a set TC C X2 of pairs of archi-
tectural states, a microarchitecture MARCH, an adversary ADV and the set of possible
contracts C, a contract CTR € C is called contract candidate, written MARCH 15, CTR iff

the following holds:

V(O'o,O'l) € TC.
CTR(0p) = CTR(0)
= ADV(INIT(0p)) = ADV(INIT(oy))

Using this definition, the problem solved in this work can be defined as follows:
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Definition 14 (Optimal Hardware-Software Contract Candidate Generation). Given
an instruction set architecture ISA, a microarchitecture MARCH that implements ISA,
an adversary model ADV suitable for MARCH, a space of possible contracts C, a function
p : C — IN as presented in Section 3.2, and a set of test cases TC, find a hardware-
software contract candidate CTR that satisfies the following:

1. Contract candidate satisfaction (c.f. Definition 13):

MARCH k.5, CTR

2. Most precise contract:

VCTR' € C. MARCH F,5, CTR/
=p(CTR) < p(CTR)

In order to be able to evaluate p, its scope must also be restricted to the test cases
being evaluated:

p(CTR) := [{(p, 4') € Mrc | ADV(u) = ADV(') A CTR(ARCH(p)) 7 CTR(ARCH(p'))}|

where Mr¢ = {(INIT(0p), INIT(0)) | (00,01) € TC}.

Once proving contract satisfaction is possible, it will be possible to check whether the

contract candidate is complete, i.e. if it actually explains any leakage observed by the
given adversary.
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4 An Algorithm to Generate
Contracts

With the restrictions presented in the last chapter in mind, it is possible to formulate

an algorithm that computes the optimal contract candidate.

4.1 Abstract Overview

A high-level overview of the algorithm used in this work is given in Algorithm 1. The
algorithm is parameterized with the set of test cases. As outlined in the last chapter,
each test case consists of two architectural states. The architectural state defines the
current valuations of registers and memory as well as the sequence of instructions to

be executed (stored in a certain location in memory).

Each of these test cases is simulated using two instances of the given microarchi-
tecture (one for each architectural state included in the test case). The simulation
determines whether the adversary is able to distinguish the two executions. Further-
more, the simulation produces a trace of microarchitectural states. More details on

the simulation will be given in Section 4.2.

This trace is then analyzed to extract contract observations that would allow a contract
to differentiate the two executions. The analysis collects these observations and
returns a set 0BS of possible observations. For every adversary-distinguishable test
case, there must be at least one possible observation to allow to compute a contract
that satisfies Definition 14. For a more detailed discussion on what is included in the
set 0BS, refer to Section 4.3.

Depending on whether the adversary was able to distinguish the two executions,
the set 0BS is added to the list Distinguishable or the list Indistinguishable. After
evaluating all the test cases, the contract is computed using these two lists. This
method needs to ensure contract candidate satisfaction and then optimize the solution
according to the function p from Definition 14. The implementation of this method is
discussed in Section 4.4.
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Algorithm 1 Contract Candidate Generation as described in Section 4.1

Input
MARCH the processor design
ADV the adversary model
TC|] the set of test cases
Output

CTR the contract candidate

Distinguishable <— EMPTYLIST()
Indistinguishable <— EMPTYLIST()
for all TC in TC][] do
TRACE, ADVDistinguishable ¢ SIMULATE(MARCH, ADV, TC)
0BS <~ ANALYZE(TRACE)
if ADVDistinguishable then
Distinguishable.APPEND(OBS)
else
Indistinguishable.APPEND(OBS)
end if
end for
CTR <— COMPUTE(Distinguishable, Indistinguishable)

4.2 Simulation

The goal of the simulation is to determine whether the given adversary is able
to distinguish the two architectural states on a running system. This means that
both architectural states need to be simulated and the corresponding adversary
observations must be compared. To coordinate this simulation, the processor is
embedded in a testbench which is responsible to initialize the processor to the given
architectural state, obtain the adversary observations and terminate the simulation
once the relevant instructions have been executed completely.

Furthermore, the simulation collects the trace of pairs of microarchitectural states
which will be used in the next step to extract architectural differences which a contract
could use to determine whether these two executions are classified as distinguishable.

4.3 Extraction of Possible Observations

The contract template presented in the last chapter requires contracts to be composed
of a set of pairs of an instruction type and the respective leakage, e.g. if the adversary
is able to obtain the immediate value of a load operation (or at least parts of it), the
contract should include the pair (1oad, IMM). The traces obtained in the simulation
allow to compute all observations that would make the given executions contract
distinguishable.
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From each microarchitectural state in the given trace, the corresponding architectural
state is computed. The possible observations presented in the last chapter can all be
mapped to a specific part of the architectural state, e.g. the immediate can be extracted
by looking at the memory location indicated by the current program counter. For
every pair of architectural states, these observations are compared. If there is any
difference, the corresponding observation is added to the set 0BS of observations that
would distinguish these two executions. This process is repeated for every pair of
architectural states contained in the trace.

The approach described above is not the only possibility to determine possible
additions to the contract but in practice turned out to be very flexible and efficient.

It would also be possible to start analyzing the last architectural state in the sequence
and stop the analysis as soon as an observable difference has been found. This
would ensure that there exists at least one contract generated with the extracted
observations that can distinguish the two executions. However, it is not always clear
if this would be the ideal addition to the contract as the leakage might depend on
a certain interaction between two instructions. Imagine for example a store and
a subsequent load which might be faster due to caching. The main question now
is whether the store that causes the value to be cached or the load that causes the
value to be read from the cache should be blamed for an observable difference in
execution time. By collecting all possible additions to the contract, the question
which of these candidates is included in the final contract candidate is delayed to
the contract computation. At this point, the results from other test cases may already
force a certain observation to be in the contract, thus the question can be resolved

more easily in some cases.

4.4 Computing Contract Candidates

The problem of contract candidate generation formulated in Definition 14 can be
translated into an Integer Linear Programming (ILP) [6] problem as follows:

Given the set of distinguishable test cases D C TC, the set of test cases that are equal
from the perspective of the adversary E := TC\ D and a set of possible observations O
that can be added to a contract. Let the function analyze : TC — P(O) extract the

architectural observations from a given test case, as described in Section 4.3.

Let sy, 0 € O be variables representing whether observation o is part of the contract
and c, e € E be variables representing whether the test case e is falsely classified
as contract distinguishable. The following constraints ensure contract candidate
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satisfaction:

Yoe0.0<s,<1 S, 1s a boolean variable

vieD.( ), s)>1 at least one observation explaining the

o€analyze(d) distinguishability must be selected

In order to allow counting the number of test cases falsely classified as distinguishable,
the following constraints are added:

Vee EE0<c¢ <1 ¢, is a boolean variable

Vee E.( ) so)<c c. is 1 if at least one of the observations

o€analyze(e) explaining e is selected, i.e. if it is falsely

classified as distinguishable

The task of the ILP solver is now to minimize the resulting contract’s precision (c.f.
the function p from Chapter 3). This means that the number of test cases falsely
classified as distinguishable needs to be minimized, i.e.

min()_ c.)

ecE

In practice, instead of the sets D and E of test cases, the method receives the lists
distinguishable and indistinguishable as inputs. Each element of these lists is
the set of possible observations corresponding to one test case, thus the function
analyze is not needed to extract the observations. Consequently, the two lists are
sufficient to implement the above constraints to solve the ILP problem and thus to
compute a valid contract candidate according to Definition 14.

If there are multiple optimal solutions, the solver is free to choose any of them. This
means for the example presented in Section 4.3 that if there are many test cases
in which there are stores to different addresses but which the adversary cannot
distinguish, the observation from the load operation is likely included in the contract
and vice versa. If there is no leakage if only one of the two instructions is present, the
solver can select any of the two possible additions to the contract.

It would be possible to compute a contract after each addition, however, as the current
contract candidate is not needed for the simulation or the trace analysis, computing
the contract once after evaluating all the test cases is sufficient. Thus, the observations
provided by the analysis are just stored during computation. The implementation
of the function p minimizing the number of executions the contract falsely classifies
as distinguishable as suggested in Chapter 3 requires reasoning about all test cases.
Thus, also the results of test cases the adversary cannot distinguish are stored.



4.5. Test Case Generation 21

4.5 Test Case Generation

One remaining question is how the set of test cases is obtained. As explained above,
every test case consists of two architectural states. This includes the registers and the
memory including the program code.

There are many different options for test case generation, thus it is helpful to discuss
which properties a good test set should have.

First of all, a leakage that cannot be observed in this set of test cases, will most proba-
bly not be included in the generated contract. Thus, one goal is to include as many
different leakages as possible. Having many different adversary-distinguishable test
cases increases the probability of obtaining a contract candidate that comes close to a
correct contract, i.e. a contract that identifies nearly all possible sources of leakage.
However, there should also be test cases that the adversary cannot distinguish to
guide the contract generation towards the actual leakage. This allows to decide which
observations actually caused a leakage and thus helps decreasing the number of test
cases falsely classified as adversary distinguishable. This results in a higher precision
of the resulting contract.

Another important consideration is whether the pairs of architectural states should
be generally the same and only feature small differences or if there should be various
differences. While some leakages might only appear if there are multiple differences,
it does not help in contract generation if multiple leakages are contained in one
execution, as a contract that only detects one of these leakages would already cause
the executions to be contract distinguishable and thus further test cases without this
specific leakage are needed to reliably detect the other leakages.

While it is definitively interesting to look at some explicitly designed test cases testing
e.g. caches or certain types of loops, it is not feasible to design all the required tests

by hand. Thus, there has to be some automatic generation of test cases.

One approach would be to simply start in an initial state in which all registers are
zero and to generate random instructions for each of the two programs. However,
the adversary will likely be able to distinguish these executions as the instructions
being executed will most likely be completely different. Furthermore, if the initial
state of the registers does not differ, some kinds of leakages, e.g. the content of RS2
leaks, are very unlikely to be covered in the set of test cases as this would require that
both random programs first load a different value into this register and afterwards
both execute the leaking instruction. This could be solved by generating a random
valuation for every register, however, the executed instructions will most probably
still be completely different, thus it would be very difficult to identify the actual
source of a leakage.

Therefore, the program generation should be more guided. A more promising ap-

proach is to generate two random valuations for every register and then execute the
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same sequence of instructions with those initial states. This would ensure that most
kinds of leakages can be detected as the operands of the instructions are likely to
differ and two instructions of the same type are executed at the same time allowing
to conclude that certain operands of this instruction leak if the adversary is able to
distinguish the two executions. However, for example, the leakage of an immediate
value cannot be covered with this approach as the immediate values are directly
encoded into the instructions and thus are the same in both executions. Therefore,
it might make sense to make both executions use the same type of instructions but
randomly generate the operands for each program individually. In any case it is
important to keep in mind that a small number of possible observations that would
make two executions distinguishable is desirable to guide the computation of the

contract.

A more involved approach could further fix templates for certain structures, e.g.
loops, branches, or load-store sequences. This would allow to detect leakages that
only occur under certain conditions which are very unlikely to appear in randomly
generated test cases that do not take these structures into account. However, this
would require a significant effort in identifying possible templates that might be

useful.

Overall, it is clear that many different test cases are required to obtain a mean-
ingful contract. This includes both, adversary-indistinguishable and adversary-
distinguishable test cases. However, at the moment, it is not clear what the ideal test
case generation looks like and which structures it should actively incorporate into
the test cases to trigger specific observations. A more detailed description on how
test cases were generated for the evaluation of this work is given in Section 5.3.

Once the test cases have been generated, they can be provided to Algorithm 1 in

order to be simulated and evaluated.
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5 Implementation Details

The implementation of the algorithm presented in the last chapter combines multiple
tools and libraries to accomplish the desired behavior. The main logic implementing
contract candidate generation is written in Java and, due to its modular structure,

only a few additions are required to support a new processor or even another ISA.

One important part of the algorithm is the simulation which does not happen directly
in Java. All the processors considered in this work are written in the hardware-
description language Verilog [11] or more specifically SystemVerilog [10] which is
a variant of Verilog with support for more advanced language features. There is a
variety of tools that have support for analyzing and simulating Verilog structures,
among the most popular free tools are Icarus Verilog [24], Verilator [21], and Yosys [27].
However, all of these tools only support a certain subset of Verilog and only certain
elements from SystemVerilog. Luckily, there is a tool called sv2v [20] which allows to
translate SystemVerilog to standard Verilog using features that are (mostly) supported
by all three mentioned tools.

Initially, Yosys and SymbiYosys [26] have been used for the simulation. Yosys can,
among other things, build a SMT [3] model for a given Verilog module and include
formal properties to be proven. SymbiYosys then invokes a bounded model check
to check the specified properties. By making sure it runs long enough, the bounded
model check is actually sufficient to detect adversary distinguishability and to collect
a sufficiently long trace for contract candidate generation, however, for slightly more
complex designs such as the cores examined in this work, the bounded model check
becomes very slow compared to other alternatives. Furthermore, this work does not
require symbolic variables which means a bounded model check has no advantage
over a standard event-based simulation of the Verilog structure.

Therefore, the current implementation uses Icarus Verilog for the simulation. Verilator
was also considered, but it turned out that Icarus Verilog was easier to integrate
into the existing project. Icarus Verilog compiles a given Verilog structure that can
afterwards be simulated using an integrated tool. It allows for memory contents to
be read from a file which means that multiple test cases can be executed using the
same binary, significantly reducing the overall time required for evaluation. Test
cases as presented in Section 4.5 consist of the register contents and the memory
content. However, the registers can easily be initialized by prepending a sequence
of instructions loading immediate values into the registers to the actual program.
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This means that the compiled binary is independent of the test case and the entire
architectural state can be established by reading the memory contents from a file.

Currently, the contract computation is implemented using Integer Linear Program-
ming (ILP) [6] with the constraints presented in the last chapter. The OR-Tools [22]
library is easy to integrate and provides a good performance so far. This allows to
very efficiently generate an optimal solution for the contract candidate generation
problem. In the implementation phase it turned out that under certain conditions,
namely when a contract observation is included only in test cases that are adversary
distinguishable, the solver can include this observation at no additional cost even if
the contract already covers this test case with another observation that is included
in the contract. This means that the resulting contract may become unnecessarily
large, especially when few test cases are adversary indistinguishable. In order to
circumvent this problem, after computing any optimal solution, the solver is invoked
again to compute the minimal solution that is optimal w.r.t. to the number of false

positives.

5.1 The Testbench Design

To integrate the processor design into the remaining project, another abstraction layer,
the testbench, is required which coordinates the two executions and allows easier
access to important values. The testbench is a crucial part of this project as it provides
the interface between the processor design to be tested and higher abstraction levels
that invoke the simulation and evaluate the results.

top
adversary adv_equiv contract ctr_equiv
_— >
T
ARCH ! ARCH
I
|
core_1 clk_sync core_2
Y ; Y
memory control memory

FIGURE 5.1: Simplified module structure used for simulation. Wires
transmitting microarchitectural state are depicted in orange, architec-
tural ones in blue and control signals are violet.
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The overall structure is shown in Figure 5.1 and can be divided into three sections, one
for each of the two instances of the processor core and one containing modules that
allow to interact with the testbench and to extract important information. The control
modules are furthermore responsible to coordinate the two cores, i.e. to initialize,
synchronize and eventually terminate the simulation once the desired number of
instructions has been executed.

Almost every processor design provides a different interface to integrate the core, but
usually, the interface requires a clock signal, a connection to memory, and some inputs
for external interrupts or devices. More details on how the clock signals are provided
to the two cores are presented in Section 5.1.1. As interrupts are not considered in
this work, static inputs representing no pending interrupts are connected here. The
memory is connected to the memory module which dynamically loads the sequence
of instructions to be tested from a file. The remaining part of the memory is initialized
with default values. To increase simulation speed, the memory is not represented as
a large array of data but rather as a buffer storing only the last 1 stores. By choosing
n high enough, i.e. higher than the absolute number of executed instructions, correct
behavior of the memory can be ensured.

5.1.1 Synchronizing the Two Cores

The clock inputs require some more effort than the memory interface. As mentioned
in Section 2.2.1, the two executions are not necessarily synchronized, i.e. an instruction
may take longer on one of the two cores due to e.g. different input values. However,
this will lead to problems if the two states which are compared for the contract
evaluation are reached at different points in time. One solution would be to buffer
the states produced by one core until the other core has reached the respective state
as well. Unfortunately, the cores can drift further away from each other over time

which makes it hard to fix a reasonable size for this buffer.

The approach used in this work uses the clock input to force the cores to be syn-
chronized. It takes advantage of the fact that all cores considered only operate on
clock edges as there are no external interrupts that could trigger the state of the core
to change. Thus, a core can be “paused” by not changing the clock signal until the
other core has caught up. In order to obtain the correct architectural state, the core
has to be paused precisely after one instruction has retired. How this information
can be obtained varies by core but usually, there is already some internal signal-
ing indicating a retirement that needs to be made visible to the c1k_sync module.
However, altering the clock input also changes the sequence of microarchitectural
states and thus alters the observations of the adversary. This means that as soon as
the clock signals are altered by the c1k_sync module, the two executions need to be
adversary distinguishable as well. This essentially translates to an adversary which is
able to observe retirements. This assumption, however, does not seem unreasonable
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as timing information of instructions is usually among the first things visible to an

adversary.

5.1.2 Extracting the Architectural State

Once the simulation is working, the contract candidate generation needs to be able to
access (relevant parts of) the architectural state. The synchronization approach pre-
sented above simplifies this process. The module ARCH is responsible for transforming
a microarchitectural state into its architectural counterpart. The exact approach varies
depending on the core, however, in any case the instruction which has just been
retired as well as relevant registers and memory entries have to be extracted. The
memory contents are easily obtained as the memory module is not included in the
core, thus additional outputs can be added easily. Getting access to the instruction
is a bit more difficult as the complete instruction is usually no longer required af-
ter decoding the relevant parts of it. Thus, the instruction may need to be stored
in additional registers and passed along the pipeline of the core until retirement.
The architectural registers can be implemented very differently depending on the
actual design, especially regarding how updating register values works. If the core
implements the RISC-V Formal Interface (RVFI) [25], the extraction process can be
simplified as this interface already provides relevant data directly upon retirement.
This data includes the retired instruction, the corresponding program counter, the
values read from the source registers and written to the destination register, as well

as the value read from or written to memory alongside the respective address.

5.1.3 Determining Adversary Distinguishability

Apart from the architectural state, adversary observations need to be made visible
at the top level. If the adversary model is able to observe certain registers from the
microarchitectural state, it is as simple as adding a new wire from the core to the
adversary module and asserting within this module that the values from both cores
are always equivalent. As mentioned above, retirements always need to be visible to
the adversary, thus the adjusted clocks are always compared in the adversary model.
Once a difference has been detected, adv_equiv becomes zero and will not change

anymore.

In this project, the adversary model always only includes the retirements, i.e. the
adversary can only see when each of the cores retires an instruction. However, other

adversary models would be very easy to integrate into the existing project.

5.2 Extraction of Possible Contract Observations

The last section demonstrated how adversary distinguishability is constantly eval-
uated, thus, one might ask why it is necessary to continue the evaluation once it is
clear that the adversary is able to distinguish the two executions. It turns out that it is
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possible that the adversary already observed something that is not yet visible at the
architectural level. Figure 5.2 shows a three-stage pipeline. While only the shaded
instructions A, B and C have been retired yet and thus have affected the architectural
state, the instructions D, E and F are already in the pipeline and thus already affected
the microarchitectural state. This means that one of these instructions could also be
responsible for a difference in the adversary observations. It is possible to extract the
upcoming instructions given an architectural state by simulating the architectural
behavior, however, it is much easier to make sure every instruction in the pipeline is

retired before aborting the simulation to avoid this computation.
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FIGURE 5.2: Conceptual model of a three-stage pipeline. Only A, B,

and C are architecturally visible, while D, E, and F are already being

executed and thus may already have affected the microarchitectural
state.

Once it is ensured that all instructions are retired, the next step will be to extract
possible explanations for the observed leakage. The simulation generates a value
change dump (VCD), a standard format defined alongside Verilog for logic simula-
tions [11]. This VCD file includes the sequence of valuations of the entire simulation.
Specifically, the registers of the ARCH module are now interesting. They allow to obtain
the executed instructions and their respective context which is thereafter used to find
differences according to the contract template as specified in Section 3.3.

5.3 Test Case Generation

The effectiveness of the contract candidate generation largely depends on the size
and quality of the set of test cases.

Some different approaches for randomly generated sets of test cases have been
presented in the last chapter. For this project, it turned out that the two architectural
states should be quite similar to allow to generate a relatively accurate contract with a
rather small set of test cases. In order to be able to observe every type of observation
presented in Section 3.3, test cases are explicitly generated to lead to differences in

these observations.

In practice, this means that for every type of instruction, one random instance of this
instruction is generated, i.e. register numbers and immediate values are generated
using a pseudo-random number generator. To introduce a difference either a prefix is
calculated or the instruction is slightly altered to lead to a specific observation.
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In order to check whether e.g. the immediate value of a load instruction leaks, a
random instance of a load instruction is generated as explained above. To introduce
an observable difference, this instruction serves as a base for two different instructions
that are the same as the base except for the immediate value that is replaced by one
of two newly generated random numbers. If during the simulation of the test case it
turns out that the adversary was able to distinguish the two executions, one possible
addition to the contract would be (Load, IMM) which could be extracted from the trace

of the simulation.

On the other hand, if the goal is to check whether the value of RS1 in the load
instruction leaks, the value of RS1 must be different in the two executions. This means
that before executing the load, another instruction will alter the value stored in RS1.
In practice this is done by adding an addi (with the first operand being register zero
which always holds zero) that stores one of two randomly generated numbers in the

given register.

In this manner, a pair of two (sequences of) instructions can be generated to specifi-
cally test for an observation type specified in the contract template in Section 3.3. For
these small programs, a random initial valuation for the registers as well as a random
suffix is generated. The suffix allows to detect leakages that might only be observable
after executing some more instructions. As those instructions are the same in both
programs, they will not introduce many more possible observations, thus any leakage
that occurs can be quite precisely mapped to the altered instruction.

The above process is repeated with every instruction type until the desired number
of test cases is reached. This ensures that every considered instruction is actually
contained in the set of test cases and that leakages that are triggered by a single
difference in the architectural state (specifically leakages that do neither depend on
specific operands nor on the interaction between two or more instructions) will be

present in this set of test cases.

5.4 Integrating the Ibex and CVA6 Processors

So far, the open-source cores Ibex [19] and CVA6 [30] have been integrated into the
project.

5.4.1 The Ibex Core

The Ibex core is a fairly simple implementation of the RV32IMC ISA featuring up to
three pipeline stages and different multiplication modules to be selected.

The integration of the Ibex core into the testbench presented in Section 5.1 is straight-
forward, only minor adjustments are needed to compile the core. As there are no
instruction caches, fetches can be observed via the memory interface. In an initial



5.4. Integrating the Ibex and CVA6 Processors 29

implementation, the architectural state was extracted directly from the microarchitec-
tural state. This meant identifying a retirement predicate that indicates whenever an
instruction retires as well as storing the executed instruction throughout the write-
back stage as it is needed for contract evaluation but was previously discarded after
being decoded. After integrating the CVA6 core using the RISC-V Formal Interface
(RVEFI), this interface was also used to integrate the Ibex core. The tested configuration
corresponds to the maxperf default configuration except for the branch target ALU
having been disabled for this test. In this configuration, the Ibex has a three-stage
pipeline, with an instruction-decode, an execute, and a writeback stage. Furthermore,

it has a single-cycle multiplication engine.

5.4.2 The CVAG6 Core

The CVAG6 core, which was previously known as Ariane, is more complex than the

Ibex core. It has a six-stage pipeline, support for virtual memory, and various caches.

Unfortunately, it also uses various SystemVerilog features that are not supported
by sv2v and Icarus Verilog. Thus, some manual adjustments were necessary. Most
noticeably, Verilog does not support type parameters as they enable access to named
members, e.g. an object of type instr may have a member op, thus one can access
this member of instr_a using instr_a.op. Verilog does not have support for custom
types, thus sv2v needs to convert every type to a bit array and calculate the position of
the respective member. However, with type parameters, those offsets are not known
before the module is instantiated and thus a module with type parameters cannot be
translated. A workaround is to parameterize the size of the datatype instead of the
datatype itself. This does not allow to access members by name either but is sufficient

to allow the compilation of the CVA6 core.

As the CVAG6 core implements the RFV], it is easy to obtain all the required information
about the retired instructions. As the CVA6 features multiple commit ports, it can
retire up to two instructions at the same time. Some more adjustments were needed
to be able to compare the correct architectural states when this happens.

Furthermore, the CVA6 implements the Advanced Microcontroller Bus Architec-
ture (AMBA) Advanced eXtensible Interface (AXI) [1] which is a memory interface
developed by Arm. The interface defines five channels that are used to exchange
information about reads, writes, and the respective addresses. While this interface is
very powerful and allows for high throughput in practice, its complexity is rather
high. Luckily, the CVA6 includes a module that decodes AXI requests and encodes
the responses providing a much simpler interface.

Apart from that, no more adjustments were needed to integrate the CVA6 core.
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6 Evaluation

To evaluate the performance of the approach described in the previous chapters, the
results from the two integrated cores, Ibex and CVA6 have been analyzed.

6.1 The Generated Contract

First of all, it makes sense to look at the generated contracts to get an overview of the
results of the contract candidate generation.

In both contracts, the majority of entries comes from observations directly related
to branches. This is not very surprising given that branch targets are randomly
generated, thus, there are likely to be different instructions at different targets which
may lead to timing differences. For example, a contract for the CVA6 core obtained
from 20,000 test cases includes:

BGE: IMM
BGE: REG_RS1
BGE: REG_RS2

This means that for every BGE instruction, the immediate (encoding the branch target)
and the content of both operands may leak. This seems very sensible given that the
content of both registers eventually decides whether a branch will be taken or not.
However, in the case of BEQ the relevant part of the contract looks as follows:

BEQ: IMM
BEQ: REG_RS2
BEQ: RS1

The RS1 means that the number of the register contaiing the first operand will leak.
This does not seem very reasonable and is most probably due to the fact that the
solver had the choice to either include RS1 or REG_RS1 at a similar cost. Given that
randomly generated values are very likely not equal, there are probably only a few
test cases in which this branch was taken, thus there might not be sufficient evidence
to make clear that REG_RS1 should be included here.

Interestingly, in the case of a DIV on the CVA®6 core, the content of both registers
seems to have an influence on the execution time. For the multiplication, however,

the contract candidate generation was not able to find such a dependency.
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Regarding the Ibex core, the loads and stores are interesting. At first sight, it is not
clear why the execution time of loads or stores varies, given that the Ibex does not
have any cache enabled and the memory responds in constant time to requests. Upon
closer inspection it turned out that the Ibex memory interface guarantees that all
accesses are word-aligned, thus unaligned loads will perform two memory requests
and thus take longer than aligned loads.

6.2 The Evolution of the Contract during Generation

While normally it is sufficient to generate the contract once after evaluating every
test case, it is also possible to update the contract after each individual test case and
collect statistics about how the contract evolves over time.

The following measurements have been collected on the Ibex core unless indicated
otherwise. 20,000 test cases have been evaluated, and, after each addition, the contract
was updated and tested on a set of 100,000 different, also randomly generated test
cases. Within those test cases, the altered instructions were evenly distributed accross
all considered instruction types (all the instructions included in the RV32IM ISA sub-
set). Table 6.1 shows that in both sets about 7% of the test cases can be distinguished
on the Ibex core by the adversary that only observes retirements.

Size | Adversary Distinguishable
Ibex CVA6

Training Set 20,000 | 1421 | 7.1% | 1055 | 5.2%
Evaluation Set | 100,000 | 7035 | 7.0% | 5573 | 5.5%

TABLE 6.1: Sets of test cases used for evaluation.

6.2.1 The Size of the Computed Contract Candidate

When starting the evaluation of the project, one important question was how many
test cases will actually be required to generate a “good” contract. To answer this ques-
tion, it might be helpful to look at how often the contract changes during evaluation
and how stable the contract becomes over time.

It turns out that the contract changes rather frequently throughout the evaluation,
in total it changes after every third addition. However, this does not mean that the
contract changes completely, but in many cases, the solver just has multiple options
to choose from, and, depending on the exact inputs, it might choose another option.
This is also indicated by the size of the contract, as shown in Figure 6.1. The size in
this context reflects the number of pairs included in the computed contract candidate.
In the beginning, the contract grows rapidly, but the second half of the test cases only
slightly increases the size of the contract. This indicates that towards the end, the
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generated contract candidate is rather stable and more test cases will only slowly
improve the overall contract. The frequent changes could possibly be eliminated by
hinting the solver towards the solution it has chosen in the previous iteration, but as
in production the computation of the contract only happens once after evaluating all
test cases, this would not improve the quality or the speed of the algorithm.

40

301

201

10+

0 2500 5000 7500 10000 12500 15000 17500 20000

FIGURE 6.1: Size of the contract during the evaluation of the training
set. Each pair (type, observation) is counted as 1.

6.2.2 The Quality of the Generated Contract Candidate

The previous measurements, however, do not give any information on the quality of
the generated contract candidate. A stable contract not working on examples that
were not included in the training set or a contract that classifies almost every example
falsely as distinguishable does not help a lot in practice. Thus, the performance of the

generated contract candidate on the evaluation set with 100,000 test cases was also

measured.
150001
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5000 -
—— true positive
false positive
0 2500 5000 7500 10000 12500 15000 17500 20000

FIGURE 6.2: Absolute number of test cases in the evaluation set cor-

rectly and incorrectly classified as contract-distinguishable during the

evaluation of the training set. In total, there were 7,035 adversary-
distinguishable and 92,965 adversary-indistinguishable test cases.
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At first glance, the absolute numbers shown in Figure 6.2 do not look too promising,
but keeping in mind that only about 7% of the test cases were adversary distinguish-
able, the high number of false positives becomes more reasonable. It is also interesting
to see that already after about 5,000 evaluated test cases the contract seems quite
stable, although Figure 6.1 shows that the contract size increases by about one third.
This illustrates that towards the end mostly cases affecting only a small number of
executions are added to the contract.

1.00 —— 1.00
0.75 0.75
0.50 0.50
025 T G
000 5000 10000 15000 20000 000 5000 10000 15000 20000
(A) Sensitivity (B) Precision
0.8 |
0.6
04
02
005 5000 10000 15000 20000

(C) Accuracy

FIGURE 6.3: Evolution of sensitivity, precision, and accuracy w.r.t to
the evaluation set obtained during evaluation of the training set.

In order to obtain more comparable numbers, Figure 6.3 shows important statis-
tical performance metrics. The sensitivity indicates the percentage of adversary-
distinguishable test cases that were correctly classified as such. The precision repre-
sents the percentage of test cases which the adversary was able to distinguish out of
the total number of test cases which the contract declared as distinguishable. The
accuracy shows the percentage of test cases the contract correctly classified (both as

distinguishable or indistinguishable).

Once again, after evaluating 5,000 test cases, the sensitivity is at about 97.5%. After
evaluating the whole training set, the sensitivity increases to 99.6%. The precision,
however, appears to be quite stable at about 32% which unfortunately does not
seem to be considerable. The precision directly correlates to the numbers shown
in Figure 6.2 where for every correctly classified sample, there are about two false
positives. To some extent, this is influenced by the relatively low percentage of
adversary-distinguishable samples in the test set. This also indicates the accuracy
which measures the percentage of test cases that have been correctly classified (in-
cluding both, adversary-distinguishable and adversary-indistinguishable cases). The
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overall accuracy is at about 85%. This means there are about 15% incorrectly classified
test cases. Given the high sensitivity, those 15% are almost all false positives.

This percentage seems high at first sight, but given that the current template is rather
coarse-grained at some points, it does not seem unreasonable. For example, it is
currently not possible to express in the contract whether a branch is taken or not.
Given that it is very likely that branches are indistinguishable to an adversary if they
are not taken and as in two randomly generated test cases the probability that a BEQ is
not taken is very high, there are many possibilities for false positives. Furthermore, as
explained in Section 6.1, the Ibex core treats aligned and unaligned memory accesses
differently, thus the adversary can distinguish two executions in which one accesses
an aligned address and the other one does not. However, in reality, it is more likely
in a randomly generated test case that both addresses are either aligned or unaligned
than that only one is aligned and the other one is unaligned. However, the current
contract template only allows to classify two executions as distinguishable if the
resulting addresses are different. Allowing more and especially more precise contract
observations might help to improve the accuracy of the generated contract candidate.

40000+ ——
30000
20000
10000 A
0 2500 5000 7500 10000 12500 15000 17500 20000

FIGURE 6.4: Absolute number of false positives, i.e. incorrectly classi-
fied as distinguishable, obtained during evaluation of the training set
on the CVAG6 core.

Looking at the number of false positives on the CVA6 core there is a very noticeable
jump in the number of false positives as shown in Figure 6.4. With just one test case
the number of false positives jumps from 5,006 to 32,807. Upon closer inspection, it
turns out that this test case indeed is adversary distinguishable and that there is only
one possible addition to the contract that would explain this leakage, the timing of
the SW instruction depends on the number of the register that contains the value to
be stored (RS2). In fact, when looking at the sequence of executed instructions, this
addition becomes more reasonable:

r27 « LB mem[r31 + 3792] r27 + LB mem[r31 + 3792]
SW mem[r6 + 3169] « r27 SW mem[r6 + 3169] « r23

CODE 1: Program 1 CODE 2: Program 2
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There is a read-after-write dependency on register 27 in Program 1 but not in Pro-
gram 2. This dependency causes a stall. However, as such a dependency is very rare,
there are many test cases in which there is a store with different RS2 in which there is
no adversary-observable difference. Thus, there are many false positives once this
observation is added to the contract. This once more illustrates the limitations of the
contract template as such a dependency cannot be expressed any better when using
the contract template from Section 3.3.

6.3 Computation Time

Another important question is whether it is feasible to compute contract candidates
with a sufficient number of test cases within a reasonable amount of time. This allows
to efficiently use this workflow with different configurations in order to quickly get

an idea of the core’s overall behavior regarding timing side channels.

The results obtained on an Intel Core i7-8700 are shown in Table 6.2 comparing the
performance of the Ibex and the CVAG6 core. For the small Ibex core, the time required
per test case is about 0.1 second and due to a high parallelization, the overall time to
obtain a contract candidate from 20,000 test cases is only about 7.5 minutes. Looking
at the CVAG6 core, the required time is significantly higher which was to be expected
given the higher complexity of this core. However, the overall computation time of

3.25 hours seems still reasonable.

Ibex | CVA®6
Compilation Time 3.4s 20.0s
Simulation Time' 83ms | 2.8s

1

Extraction of Possible Observations 3ms 21ms

Contract Candidate Computation? 3.2s 1.3s

Total Contract Candidate Generation Time? | 7.5min | 3.25h

1 on average, per test case. 2 using the training set with 20,000 test cases, multi-threaded.

TABLE 6.2: Performance measurements of the contract candidate
generation collected on an Intel Core i7-8700 CPU @ 3.20GHz with
12 threads and 16 GB of RAM.
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7 Related Work

7.1 Side-Channel Attacks

In 1996, Paul Kocher described side-channel attacks/timing attacks on various cryp-
tographic algorithms including RSA in [13]. Back then, the attack could be prevented
by reducing timing differences using various methods, however, as of today, such
methods are no longer viable as measurements have become much more precise and
other attack vectors have been discovered.

Later on, in 2005, Colin Percival practically showed at BSDCan [16] how hyper-
threading simplifies timing attacks on cache structures. One of his recommendations
was to avoid sharing hardware among threads and to ensure that data from other
threads does not have any influence on timing. While this in practice prevents many
side-channel attacks, the performance of modern CPUs relies on sharing hardware,
and, more importantly, other attacks on hardware that is inherently shared, e.g. RAM,
will not be prevented. In 2006, further cache-based attacks were described in [23]
alongside new concepts for cache design that would prevent the presented attacks
with a small overhead in performance.

Since then, many different attacks using side channels have been presented. While
the most popular, recent attacks, Meltdown [14] and Spectre [12], require transient
execution, which is out of scope for this work, there are many other approaches that
work without speculative execution.

Many popular attacks are based on Flush+Reload [28] or Flush+Flush [7] which
extract memory accesses by repeatedly measuring access times which depend on
whether the address is in the cache due to a recent access.

As most of these attacks are tailored for x86 CPUs, some adaption would be needed
to make them work on RISV-V CPUs but the same attack vectors also apply to RISC-V
as the general concept of optimizations such as caches are fundamentally the same
accross different ISAs.

7.2 Hardware-Software Contracts

Hardware-software contracts have been presented in [8]. This paper introduced a
lattice of different contracts starting from a contract that does not expose anything
to contracts that allow to capture speculative memory accesses. As contracts only
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rely on the architectural state, the contract evaluation has to simulate speculation by
unrolling the mispredicted path. However, up to now, there is no formal method to

actually prove contract satisfaction.

There are some more approaches that try to capture microarchitectural leakage,
among these leakage containment models presented in [15]. Those try to track the
microarchitectural information flow in order to decide what information will actually
be visible at software-level. Unique Program Execution Checking (UPEC) [5] provides
a property that aims to ensure that the architectural state of a processor does not
depend on a secret part of the data memory. A violation of this property could
indicate a vulnerability of this core and if this property can be proved, the secrets are
protected against leakage through covert channels.

Another way to avoid leakage through side channels is by using constant-time or
data-oblivious programming, in which neither the control flow nor the data flow may
depend on secret data. This prevents many timing attacks as the sequence of executed
instructions and the sequence of memory accesses do not depend on the secret.
However, in some microarchitectures, the performance of some instructions depends
on the operands as well [4] and thus the same control flow does not guarantee the
same timing behavior. Data Oblivious ISA Extensions (OISA) [29] could provide
guarantees which instructions can safely be used in data oblivious programming,
however, this concept has not been realized in practice yet.

Apart from that, multiple projects try to obtain formal models of either the instruction
set architecture such as Sail [2] or of a given microarchitecture described at RTL
level [9]. Those models, given that important implementation details are contained in
the model, can help to standardize formal methods such as the approach presented in
this work and thus make it easier to apply a certain method on a variety of processors.
The RISC-V Formal Interface [25] provides a standardized interface to obtain the
architectural state from a running core. This interface simplified the integration of
the CVAG6 core in this work and allows to easily integrate other cores with support
for this interface. With ISA-Formal [17], Arm has a verification technique that allows
to formally capture the architectural behavior of a processor, however, as ARM
processors are closed source, those processors are out of scope for approaches that do

not rely on black-box testing.
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8 Summary and Conclusion

Hardware-software contracts are still a relatively new area of research in microarchi-
tectural security. While in theory these contracts could improve resilience against
side-channel attacks, their practical use is very limited at the moment as there hardly
exists any contract to work with. However, this work has shown that it is possible
to infer relatively accurate contracts for existing microarchitectures even with a very
limited set of execution traces. To efficiently work with those contracts, there is need
for more restricted contract templates, like the one introduced in Chapter 3. After-
wards, Chapter 4 introduced an algorithm that allows to automatically generate a
contract candidate according to this template. This algorithm generates the execution
traces, analyzes them and infers the optimal contract candidate according to this
analysis. This concept has been implemented and tested with open-source RISC-V
processors written in Verilog. Only minimal adjustments in the processors sources
were necessary to integrate them into the workflow. The feasibility of this approach
has been demonstrated on the open-source RISC-V processors Ibex and CVA®6.

Overall, the presented approach was able to generate reasonable contracts for the
two examined processors, even with a rather small number of test cases. However,

the evaluation showed that there is potential for improvement.

First of all, the contract template presented in Section 3.3 might be too coarse-grained
in certain situations. This results in a relatively high number of executions falsely
classified as distinguishable because it is just not possible to formulate a more precise
contract with this specific template. It most certainly would be possible to improve
the expressiveness of the contract template by adding more possible observations to
the existing list of possible leakages. Possible additions could for example include
reasoning about certain properties of the evaluated values, such as the equality,
inequality, or if a value is zero to determine whether branches are taken or not.
Furthermore, it might be helpful to allow to express whether a certain value is word-
aligned. This could allow to reduce the false positives by capturing leakages in more
detail. To further improve accuracy, one might consider to allow to compare specific
bits of the operand to determine signedness or whether a value is above a certain
threshold. However, to reliable detect such specific leakages much more execution
traces will be required to reliably distinguish different types of leakage.

This directly relates to the second area that could be explored in further work. Other
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test case generation methods might be useful to test specific but realistic and leakage-
prone scenarios such as loops or load-store sequences. A combination with the
existing test cases could improve the accuracy of the obtained contract candidate.
Furthermore, this would allow to generate more and also more precise test cases,
allowing to make use of a more fine-grained contract template as discussed above.
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